MEMORANDUM

To:  Chair Eric Parsons and Members of the Oregon Health Policy Board
From: CareOregon

Date: January 11, 2010

Re:  Oregon’s All-Payer Healthcare Claims Data Reporting Program

As you know, along with the other Fully-Capitated Health Plans, CareOregon submitted
written letters regarding the new All-Payer Healthcare Claims Data Reporting Program.

Along with those letters, we would like to submit some additional materials to give you
some context about information technology programs previously implemented in the state
that were referenced in those letters.

We all have a stake in the successful and seamless implementation of the Oregon All-
Payer Healthcare Claims Data Reporting Program. The concerns we raise are intended to
ensure that that happens. Thank you for the opportunity to emphasize the need for careful
planning and deliberation in developing this new program.

Enclosure:
Oregonian MMIS Atrticle
DHS MMIS Overview
Secretary of State’s Oregon Data Center Audit



OREGON DEPARTMENT OF HUMAN SERVICES - DIVISION OF MEDICAL ASSISTANCE PROGRAMS

MMIS overview

What is an MMIS?

MMIS stands for Medicaid Management Information
System, a computer system that manages medical
assistance information and payments. All states are
required by federal law to have an MMIS.

What does the MMIS computer system do?

The main function of Oregon’s MMIS is to process
payments for the 35,000 state Medicaid and Oregon
Health Plan providers — hospitals, doctors, dentists,
pharmacies and others — that deliver health care services
to Oregon’s 430,000 Medicaid clients. These payments
total approximately $2 billion each year. The MMIS system also contains client information
that is used by other DHS programs to deliver cash assistance and other client services.

When will Oregon’s new MMIS be implemented and how much did it cost?

The new MMIS will be implemented December 9, 2008, at a projected total cost of
approximately $80.7 million (at a 90 percent federal and 10 percent state split). The project
began in 2001.

Why did Oregon develop a new MMIS?

There are three significant problem areas driving Oregon’s need for a new MMIS:
* The current MMIS uses outdated technology,

* The state’s needs have outgrown the current system’s capacity, and

* The current MMIS is costly to maintain.

The old MMIS was designed in 1980 to handle about 260,000 claims each month; it now
processes more than 2 million claims monthly, more than seven times its original capacity.
The old system technology cannot support the increasingly complex demands of federal and
state legislation or full implementation of the Oregon Health Plan. In addition, the vendor
supporting the system no longer can provide service to the old technology. Labor- and cost-
intensive “work-arounds” have been used for years as short-term fixes, but do not represent a
long-term solution.

The current economic downturn means more people are seeking medical assistance and
other services provided by DHS, putting more strain on the old system. A reliable, efficient,
modern system must be available to support this increased need.

The new MMIS will make claims processing more efficient and will deliver payments

to health care providers faster. The new system also will satisfy federal Health Insurance
Portability and Accountability (HIPAA) security mandates to keep Oregon in compliance
with the federal Medicaid program.



Q: Who benefits from the new MMIS?

A: A new MMIS benefits everyone who relies on it for services:
* 430,000 eligible Medicaid clients throughout Oregon;

* 35,000 providers — hospitals, doctors, dentists, pharmacies, nursing homes and medical
equipment suppliers — who provide Medicaid/Oregon Health Plan services; and

* Nearly 4,000 people who use the system — DHS staff in Salem and at 170 local offices
around the state, and county Area Agency on Aging offices, district attorney offices and
health services staff — to provide service to eligible clients.

Q: What happens if there are implementation problems?

A:  The MMIS project is very large and complex. As with any computer conversion of this size,
implementation is likely to be less than perfect. Potential problems could include delays in
getting Medicaid payments to providers or longer wait times at DHS offices as employees
adjust to using the new MMIS.

But DHS and its contractors have been carefully planning for all possible situations, and
have mitigation plans in place to deal with them. This should help minimize problems faced
by providers and clients. In addition, DHS is delaying implementation of some advanced
functions until March 2009 to reduce the initial startup impact to the system.

Q: Are we learning anything from other states’ MMIS implementations?

A: DHS and MMIS project leaders have been talking on an ongoing basis with other states
about problems they have encountered and solutions they have found in their own MMIS
implementations. DHS also has relied on the experience of the project contractor, Electronic
Data Systems, which already manages 22 other state MMIS systems, helped bring new
MMIS systems online recently in Delaware and Oklahoma, and currently is helping develop
systems for Idaho, California, Wisconsin and other states.

Here is a list of phone numbers and Web pages to report issues or get answers to questions:
Medicaid service providers
Provider Services Call Center - 1-800-336-6016. For all provider problems including claims submissions
and payments, and security problems with logging on to the new MMIS system.
Medicaid clients
Client Call Center - 1-800-273-0557, TTY 1-800-375-2863. All client questions about Medicaid services
including coverage, managed care enrollment and the new Oregon ID card.

General issues/concerns

Alice LaBansky, 503-945-5926 (office), 503-480-4823 (cell), e-mail: alice.m.labansky@state.or.us

Legislators

Patty O’Sullivan, 503-945-6046 (office), 503-580-0630 (cell), e-mail: patricia.osullivan@state.or.us
Media

Patty Wentz, 503-947-5361 (office), 503-932-6243 (cell), e-mail: patty.wentz@state.or.us
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State's Medicaid computer runs into trouble
By Michelle Cole
The Oregonian

August 06, 2009, 8:00PM

SALEM -- A new state computer system that handles 2 million Oregon Health Plan payment claims each
month has serious technical problems.

State officials say low-income Oregonians who qualify for state-paid care are still able to see doctors and get
prescriptions filled. But those providing the care say the state's Medicaid Management Information System
has turned into a nightmare that has dragged on for nearly eight months.

The system isn't clear on whether a patient is enrolled in a specific program or eligible for services at all;
some managed care organizations complain about having to enter data manually. The providers also say
they're worried about how the system will handle an additional 80,000 children and 35,000 low-income
adults who will become eligible when the Oregon Health Plan is expanded this fall.

"What we're saying is 'fix the problem.' And we've been saying it for months," said Paul Phillips, who
represents nine managed health care organizations that call themselves the Coalition for a Healthy Oregon.
The new Medicaid billing system went online Dec. 9, after being delayed twice. Problems with the $80
million system became apparent almost immediately. Officials at the state Department of Human Services
said they expected glitches given the scope of the project. The system processes $200 million worth of
claims each month.

But the department has run short of patience.

Last month Clyde Saiki, the deputy director of Human Services, hand-delivered a letter demanding that the
contractor, Electronic Data Systems, fix the problems within 90 days or the state could file suit.

"It's a frustration for us," Saiki said Thursday. "The letter isn't the first we've sent to them. There's been a
series of letters we've sent over six months."

The federal government is shouldering 90 percent of the cost of the system upgrade. But neither state
officials nor health care providers say they know how much errors have cost them or state government.

"For us, it's meant difficulty getting proper enrollment information for individuals," said Kevin Campbell,
chief executive officer of Greater Oregon Behavioral Health Inc.

Campbell's managed care organization provides mental health treatment in 14 Oregon counties.

"You can check in the morning and it would say: 'Yes, they're enrolled' and by afternoon it would say:
'They're not'," Campbell said. "What it results in is us taking a big risk by providing services to people who
may ultimately be determined ineligible."

Jeff Heatherington, president of FamilyCare Inc., says his managed care organization has paid pharmacy
and emergency room bills for patients that may not even be enrolled in their program.

"We're keeping our fingers crossed," he said. "We could end up just eating all that."

FamilyCare provides physical and mental health treatment for about 22,000 patients. For months,
Heatherington said, the system was not assigning some new patients that should have gone to FamilyCare.

The state figured that 2,800 new patients were lost over the last five months, he said. "That to us
represents a loss of $9 million a year in revenue."

Looking ahead, Heatherington said he's "quite worried" about the new children and low-income adults to be
added to the Oregon Health Plan soon.

"They aren't handling the clients properly now," he said. "So what do we do with all these new kids?"

The contractor, Electronic Data Systems, has not responded to the state's July 21 warning letter yet, but a
spokesman said Thursday that the company has "a plan in place to address the remaining issues" and "to
resolve them as soon as possible."

"By their very nature, MMIS systems are extremely complex computer networks, customized to each state's
needs," said Bill Ritz, Electronic Data Systems spokesman.

Saiki says he's not worried about an influx of new enrollments this fall.

"It has the capacity to absorb the additional clients,” he said. "Things have improved. It's just that they're
not improving fast enough."

--Michelle Cole;_michellecole@news.oregonian.com
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Department of

Administrative Services:
State Data Center Review

Summary

PURPOSE

The Department of Administrative Services
(department) is responsible for providing
centralized services to state agencies, including
computer neiworks and processing
infrastructure. During 2005, the Oregon State
Legislature  approved funding for the
Computing and Networking Infrastructure
Consolidation (CNIC) project to consolidate 12
state agency data centers into one facility.

The primary purpose of this audit was fo
evaluate the status of the department’s efforts to
reengineer the State Data Center (SDC)
environment to achieve CNIC project
objectives. In addition, because of the criticalify
of SDC operalions, we also evaluated controls

governing the current SDC  computing
environment,
RESULTS IN BRIEF

Based on our audit work we found:

« Important data center consolidation
objeciives have not yet been achieved. As a
result, it is unlikely that the anticipated
savings or operational benefits associated
with the CNIC project, such as enhanced
enterprise disaster recovery and security
solutions, will occur.

s  Operational controls did not sufficiently
address service level agreemenis with
customers, performance and capacity
managemernt, standard operating
procedures, configuration management, or
software licensing requirements,

» The department was ill-prepared to timely
resume data center operafions or assist
agencies in their efforts {o restore critical
computer applications after a major
disruption.

s  The departinent had not provided a secure
computing environment for SDC clients.

Because of the sensitive nature of system
security, we issued a separate report to
communicate findings and recommendations in
accordance with ORS 192.501 (23), which

exempts such information from public

disclosure.

RECOMMENDATIONS

We recommend that the department:

s establish an  appropriate  project
management framework and allocate
resources [0 ensure  daia  center

consolidation objectives occur, including
detailed plans directing how, when, and to
what degree it will consolidate network
servers, sysiem tools, mainframe operations
and operating system platforms;

e allocate resources to ensure the SDC gains
full operational control, formalizes service
level agreements with agencies, establishes
standard operating procedures, provides
performance and capacity management,
implements a cenfralized configuration
mantagement system, and ensures conirols
to track system software licenses;

s create and test disasier recovery plans to
ensure timely restoration of SDC
infrastructure and systems, and coordinaie
and formalize disaster recovery plans for
mission critical applications; and

» implement recommendations included in
our confidential security report.

AGENCY’S RESPONSE

The Department of Administrative Services
partially agrees with the recommendations. The
depariment’s response is attached to this report,
beginning on page 6.
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Background

The Department of
Administrative Services
(depariment) is responsible for
providing centralized services to
state agencies, including computer
networks and processing
infrastructure. State statute
specifically directs the department
to coordinate statewide planning
and activities related to the
acquisition, installation and use of
all information and
telecommunications technology for
the state.

During 2005, the Oregon State
Legislature approved funding for
the Computing and Networking
Infrastructure Consolidation
(CNIC) project to consolidate
twelve state agency data centers
into one facility. The fotal cost of
this project was projected to be
approximately  $63.6  million,
consisting  of  approximately
$20 million fo construct a new daia
center building and $43.6 million to
equip and  configure  the
consolidated operating
environment. The project was
intended to reduce future cosls
while maintaining or improving
service levels.

In September 2006, the Oregon
Audits Division completed an
initial risk assessment of the CNIC
project. The resulting report,
Department  of Adminisirative
Services: Compufing and
Nefworking Infiastructure
Consolidation (CNIC) Risk
Assessment, identified  several
weaknesses in the department’s
project planning and management
processes that adversely affected
the integrity and viability of the
project.

In response, department managers
agreed that initial project planning
and management was inadequate.
They further indicated they would
correct the deficiencies identified in
the report by generally improving
identified weaknesses and by
reengineering the environment after

agencies relocated to the State Data
Center (SDC),

By the beginning of 2007, 11
agencies had transferred their data
center  operations to  the
department’s SDC. Those
operations  include  statewide
enterprise applications and critical
agency applications.

The primary purpose of this audit
was to evaluate the staiis of the
department’s efforts to reengineer
the SDC environment to achieve
original CNIC project objectives.
In addition, because of the
criticality of SDC operations,
another purpose was to evaluate the
controls governing the SDC
computing environment.
Specifically, we chose to evaluate
established controls over dafa
center operations, disaster
recovery, and security.

Aundit Results

Significant Data Center
Consolidation Objectives
Have Not Yet Been
Achieved

As outlined in our previous audit

report, an effective  project
management framework is
necessary to provide clear direction
regarding  project scope and
boundaries. It also provides a
roadmap for successful project
completion and closure. In
addition, project plans should be in
place that detail how major
objectives will be achieved.

At the conclusion of our previous
audit of the CNIC project, agency
managers were in process of
moving  their data  center
infrastructure and operations to the
SDC. At that time, department
managers had not yet developed
comprehensive plans to achieve
project objectives, Instead, they
opted to relocale agency data
centers to the SDC in their “as-is”
state, stabilize operations, and then
proceed with projects to reengineer
the environment.

During this audit, we evaluated
the department’s efforts to resolve
data center consolidation issues and
to reengineer the SDC
environment, Based on the results
of this work, we concluded that
important data center consolidation
objectives had not yet been
achieved.-  Specifically, the
deparfment had not made
significant progress toward:

* defining the detailed end-state
architecture of the SDC;

* reducing the number of network
servers or operating system
platforms;

» providing additional enhanced
enterprise disaster recovery or
security services for SDC
clients;

* reducing SDC staffing levels;
and

s consolidating  data  center
operating procedures.

In addition, some agencies were
unable to successfully relocate their
operations to the SDC. In fact, at
the conclusion of this audit, SDC
managers indicated they will be
moving approximately 200 network
servers out of the SDC because it
currently does not have sufficient
power capacity to safely host those
servers. The depariment indicated
the above power issue was a
transitory condition that would be
resolved by  consolidating  the
server  environment  through
virtualization. However, we noted
the depariment did not have a
definitive plan to achieve this goal.

Furthermore, the Department of
Education’s data center did not
parficipate in the data center
migration as originally planned. Tts
move was delayed pending
resolution of potential legal
questions regarding confidentiality
of student records. In light of the
SDC power capacity problems
mentioned above, we concluded
movement of the Department of
Education’s data center to the SDC
would likely be infeasible.
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The above consolidation issues
existed because the department
continued to lack an appropriate
project management framework.
Components of that framework that
were noticeably absent included:

¢ a dedicated  management
siructure that was responsible
for governing overall
consolidation efforts;

* project plans defining how,
when, or fo what degree CNIC
project objectives would, or
could, be achieved; and

+ sufficient dedicated resources,
including the necessary staffing,
to resolve the above issues or
achieve infended results.

The overall effect of not
achieving CNIC objectives s
significant. Justification for the
project centered on anticipated cost
savings and operating efficiencies
to be achieved by consolidating
data center infrastructure,
operations and human resources. 1f
consolidaiion does not occur, it is
unlikely that actual cost savings
can be achieved to allow the
departmeni to recoup its CNIC
investment of  approximately
$63.6 million. In addition, promises
of increased operational benefits
such as enterprise disaster recovery
and security soluiions will likely
not materialize.

We recommend that department
management establish an
appropriate project management
framework, and allocate resources,
to ensure thai dala center
consolidation  objectives  occur
within the current sDC
environment. That framework
should include detailed plans
directing how, when, and to what
degree the SDC will consolidate
network servers, system tools,
mainframe operations and
operating system platforms.

Agency’s Response:

The department’s response is
atiached to this report, beginning
on page 6.

Some State Data Center
Operations Were Not
Uniformly or Effectively
Controlled

Providing a controlled and stable
operating environment for an
enterprise data center includes
managing  basic  Information
Technology (IT) support functions
such as:

* responding © customer needs
and requests,

*  resolving incidents and

problems,

* establishing service-level
agreemenis with customers,

+ scheduling and prioritizing jobs
and processes,

¢+ managing and  monitoring
performance and capacily,

¢ managing the configuration,
and

* ensuring  compliance  with
outside requirements.

We found that the SDC had
various processes for responding to
cusiomer needs. These conirols
included establishing a service desk
to provide customer support,
manage incidents, and reccive
service requests. The SDC also
manned a command center to
monitor the status of operating
systems, jobs in progress, and
network device status. In addition,
it had processes to track the status
of service tickeis, change orders,
and support requests. However, the
SDC had not;

* ¢stablished comprehensive
service-level agreements with
its agency customers;

¢ developed standard operating
procedures for job scheduling,
backup, and tape management;

« established a planning process
for review or resolution of
performance and  capacity
management issues;

* developed processes to manage
the configuration of SDC
infrastructure; and

+ implemented controls to ensure
compliance  with  software
licensing requirements.

These issues existed primarily
because the department did not
have sufficient resources or the

managerial struchure to
appropriately resolve them. As we
previously discussed, the

depariment chose to move agencies
info the data center in their “as is”
state, with the intent that SDC staff
would subsequently reengineer the
environment. However, since
migraiion, SDC management has
focused resources on providing
ongoing services to customers. As
such, staff has not been available to
establish new data center conirols,
such as developing a
comprehensive configuration
management system. In addition,
some operational requirements,
such as establishing service-level
agreemeits and standard operaling
procedures, remained undeveloped
becanse SDC management had not
assumed operational conirol of
some agency platforms or
esiablished consensus with
application  owners  reparding
operating requirements and

-expectations.

The weaknesses nofed above
directly affected the SDC’s ability
to provide necessary and cost-
effective services to ifs clients. For
example, configuraiion
management weaknesses affected
the SDC’s ability fo develop and
implement  effective  disaster
recovery plans. In addition,
configuration and capacity
management  issues  inhibited
efforts to consolidate SDC systems
and resources. Furthermore,
without formal service level
agreements, the depariment and its
customers remained  uncertain
regarding how critical operating
requirements would be fuifilled.

We recommend department
management allocate appropriate
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resources lo  develop  and
implement conirols to:

* ensure full control of the SDC
operating  environment  and
establish consensus with system
owners, via formal service level
agreements, regarding operating
requirements and expectations;

¢ establish standard operating
procedures for job scheduling,
backup, and tape management;

+ plan for and resolve
performance and  capacity
management issues;

¢ maintain a ceniralized
configuration management
system to document imporiant
information  regarding  the
operating environment; and

¢ track software licenses.
Agency’s Response:

The department’s response is
attached to this report, beginning
on page 6.

The SDC Lacked
Appropriate Disaster
Recovery Ilans

The SDC hosts numerous mission
critical computer applications, as
well as  enterprise Information
Technology (IT) infrasiructure.
Therefore, department management
is responsible for ensuring that data
center infrastructure, including
networks, operaling  system
environments, and data storage
facilifies, can be timely restored in
the event of a disaster or other
major incident. In addition, the
department shares the
responsibility for coordinating and
prioritizing the restoration efforts
for agency compuier applications
hosted at the SDC with business
owners.

Generally  accepted  controls
suggest that organizations have
formal continuity plans that
mitigate  the  business  risks
associated with a major disruption
ot loss of IT services. Those plans
should contain detailed response
and recovery procedures to timely

bring the business back to its
“before-incident” state. Continuity
plans should also be periodically
updated and tested to ensure their
viability. Because the SDC is a
service provider, it should establish
formal service level agreements
with its customers to clarify and
coordinate disaster  recovery
responsibilities and expectations.
Those agreements should define
cach parfy’s specific expeciations
during a recovery effort, and should
address critical issues such as
staffing, required recovery
timelines and resource allocation.

We evaluated the SDC’s conirols
over disaster recovery. Based on
that work, we concluded the SDC
was ill-prepared to timely resume
data center operations or assist
agencies in restoring their critical
computer applications after a major
disruption.

Hems of most concern included
the following:

* The SDC did not have formal or
complete business continuity or
disaster recovery plans for its
operaling systems, neiworks,
data storage systems, or sysfem
utilities.

* SDC staff had not tested
existing  disaster  recovery
strategies.

« The department had no formal
service level agreements with
agencies  addressing  their
disaster  recovery  needs,
requirements or expectations.

Our prior audits of the state’s
major data centers and critical
computer applications identified
insufficient  disaster  recovery
planning as a weakness. CNIC
project planners also identified
insufficient  disaster  recovery
planning as a significant project
risk. Based on the results of this
audit, these conditions have not
significantly changed. We
concluded that these findings
continued fo exist because the
depariment had not placed
sufficient priority, or allocated

sufficient resources, to resolve
them,

We recommend that depariment
management assign a  higher
priority to disaster recovery by
allocating sufficient resources to
create and fest disaster recovery
plans to ensure timely restoration
of the SDC operating environment.
Those plans should also ensure that
SDC efforts are coordinated with
agency expectations and
requirements to recover mission
critical computer  applications
hosted at the SDC. The plans
should be formalized through
service-level agreements.

Agency’s Response:

The depariment’s response is
attached to this report, beginning
on page 6.

The Department Did Not
Provide For a Secure
Computing Environment

The depariment is responsible for
overall security of the SDC and for
providing various other security
services at the enterprise level.
These responsibilities include but
are not limited to:

« ensuring physical and logical
security of SDC resources;

+ monitoring state network traffic
to identify, and react to,
security threats;

+ conduciing vulnerability
assessments of agency
information systems; and

* establishing a state information
systems security plan and
associated standards, policies
and procedures.

We cevaluated the department’s
efforis fo address these
responsibilities and concluded that
the department had not provided a
secure computing environment for
SDC clients.

Because of the sensitive nature of
system security, we have issued a
separate report outlining specific
details of our findings, as well as
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recommendations to  improve
security. That confidential report
was prepared in accordance with
ORS 192.501 (23), which exempts
such information from public
disclosure.

We recommend that department

management  implement  the
recommendations included in our
confidential report.

Agency’s Response:

The depariment’s response is
attached to this report, beginning
on page 6.

Objectives, Scope and

Methodology

The purpose of our audit was to
evaluvaie the status of consolidation
and the general computing controls
at the State Data Center. Our
specific audit objectives were:

1. Determine the sfatus of
consolidation.

2. Determine  whether  the
department had implemented
general computing controls to
ensure continuous service by
the State Data Center as
required in the event of a
disruption.

3. Determine whether the
department had implemented
general computing controls fo
ensure the State Data Center
provided a stable and
controlled operating
environment.

4. Determine  whether  the
department had ensured system
security of State Data Center
operations by maintaining the
integrity of information and
processing infrastructure, and
minimizing the impact of
security vulnerabilities and
incidents.

To achieve these objectives, we
interviewed various department
personnel, ohserved operations
processes, reviewed department
documentation, and conducted
tests. Tests included review of
logical access, evaluation of project

planning documents, and
verification of the existence of
supporting documentation.

We also reviewed the status of
the findings and recommendations
from our prior risk assessment of
CNIC that were relevant to our
current audit objectives.

We used the IT Governance
Institute’s  (ITGl)  publication,
“Control Objectives for
Information and Related
Technology,” (CobiT) to identify
generally accepted and applicable
inferim control objectives and
practices for information systems.

We  conducted our audif
according to generally accepted
government auditing standards.
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Audit Manager, Audits Division

Office of the Secretary of Slate

255 Capito! Street NE, Suite 500

Salem, OR 97310

Re; State Data Center Review
Dear Mr. Wealherspoon:

Thank you for providing us the draft report regarding the State Data Cenler Review on April 22, 2008.
We appraciate the lime and effort your team has spent reviewing thls program over the last 11
months. The Depariment of Adminlistrative Services (Depariment) parlially agress with the findings as
slated in the report and offers the following In response.

The draft report addresses four areas for improvement within the Department's State Data Center
(SDC) operalions. These areas Include achievement of consolidation objeclives, operational controls,
appropriate disaster recovery plans and providing for a secure compuling environment.

Significant Data Center Consolldation Objectives Have Not Yet Been Achleved

Management agrees that much work remalns to achieve the goals of the consolidation. It Is important
to note that consolidaling the State of Gregon’s Information technology (IT) Infrastructure is a five year
effort. The plan to re-architect and re-enginesr Oregon's informalion technology requires a complex
and Interrelated sel of plans lo re-engineer 30 years of accumulated Infraslructure. The SDC has
developed an exhaustive process and technology architectural blueprint as well as associated
standards. The complex migration from an unplanned ad-hoc structure to the blueprint must be
Implemented slowly, deliberately, and with adequate tesling and Impact analysls.

Since the audit was conducted the SDC has completed several projects for consalidatlon, many of
which address findings in the audit report. Recently completed projects and those scheduled 1o be
completed by year end 2008 can be found in Appendix A.

The report also addresses lhree areas in which components of an appropriate project management
framework were noliceably absent:

A dedicated management structure that was responsible for governing overall
consolldation efforts

it cerlainly would facllitate consolidation projects if two management structures and assoclated
resources were separated and assigned to operations and consolldation. The SDC has four
project managers down from ten that existed during the Computing and Networking
Infrastructure Consolidation (CNIC) phase. The decrease is due fo the elimination of project
management headcount within the Department and the practicality to Increase SDC project
management resources at the cost of operatlonal resources. Financlal and human resources
are allocated first to agency business requirements limiting the avallabllity of funds and people

EAX (503) 373-7643
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Neal Weatherspoon, CPA, CISA, CISSP
Office of the Secretary of Slate

for consolidation projects. The SDC governing boards have opted for system consolidation to
accur over the next five years as hardware is retired and replaced with new technology.

A new governance model for the SDC has recently been established. Since the audit was
conducted, the Chief Information Officers (CIO) and agency directors have agreed in principle
to the charter, composition, and responsibilities of the SDC Advisory Board, the SDC CIO
Board, the SDC Finance Committee and the CIO Management Council. These governing
boards are In the final stages of memorializing governance processes for:

o Scope Excluslon/Inclusion;
Project Oversight;
Financial and Billing Oversight;
Staffing and Resource Management;
Project Review and Assoclated Prioritization Processes; and
Standards Exceplions.

Project plans defining how, when, or to what degree CNIC project objectives would, or
could, be achieved

We agree that much work remains to standardize, streamline, and consolidate the Slate's
Data Center. With our agency customer's daily operations taking precedence over
consolidation, it is reasonable to expect such a masslve re-engineering project to take many
years 10 achieve stated objectives, We are managing 1o a plan which describes the future
state objectivas, outcomes, benefits and the implications assoclated with fallure to reach part
or all of a future state outcome over the span of five years. Some of the consolidation
achievaments thai have been implemented, with benefits realized are included in Appendix A.

Sufficient dedicated resources, Including the necessary staffing, to achleve Intended
resuits

Management does not believe having additional resources dedicated to consolidation would
have a significant effect an the time to implement associated projects. The reason being,
many of the enterprise management concepts and Implementation plans require skills and
experienco that doss not currently exist In state government. Therefore, we are heavlly rellant
on the procurement and management of third parly system integrators with enterprise data
center consolidation experience to assist with plan implementation. Such reliance is subject to
the constraints of the procurement process and the funding levels available in the SDC
budget.

Further, Implementing the blueprint must be done without disruption to agency business
operations. Migration workload must be coordinated and balanced with the operational
workload of the SDC and that of agency programming staff. When considering critical
business processes and the assoclated operational workload, it is prudent lo prioritize the
operations of government higher than data center consolidation projects. Resources are thus
allocaled according to this prioritization.

The report further addresses cost concerns, noting that: If consolldation does not occur, itls
unlikely that actual cost savings can be achleved to allow the Department to recoup Its CNIG
investment of approximately $63.6 million. In additlon, promlises of increased operational
benefits such as enterprise disaster recovery and security solutlons will likely not materlalize.
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Cost savings Is simply old base costs of |T less the current costs of IT for the same base and the
same level of service. The difficully in quantifying savings to the State of Oregon is due lo:
Detalted audits and analysis were not performed to verify total data center costs reported by
the agencles In 2004; and
+ Costs were reported in 2004 prior to a detailed spacification of the requirements, scope of
service, service levels, and computing growth trends and Inflation. Since that time computing
capacity and scope of services for the SDC have grown substantially.

The SDC has compared various rates it charges with idenfical services from other states. In almost
all cases, the Oregon SDC rates are amongst the lowest published rates from other State Dala
Centers. Furthermore, when using industry standard ratios for staffing and for data center costs as a
perceniage of total Information service expenditures, once again the Oregon SDC compares quite
favorably as a low cost provider of data center services. It is also interesting to note that, for
Depariment T customers prior to the SDC, where costs and scope were known, base costs of
computing have actually decreased by 12 percent since the SDC was Implemented.

Some State Data Center QOperatlons Were Not Uniformly or Effectively Controlled

We agree thal at the time all systems were moved Into the SDC, enterprise management processes
and controls, where they existed, were inadequate to support the scale and complexity of the SDC.
Many important processes and controls simply did not exist in the agency data centers prior to
consolldation. Those that did exist were tallored to the unlque work flows and processes of &
parficular agency. In no case were any processes Integrated into an enterprise-wide work flow.
Implementing enterprise processes is a long term project, requiring work force education, integration
with agency business processes, customer lesting and acceplance, as well as tool implementation.
Following International Technology infrastructure Library (ITIL), a framework of generally accepted
data cenler process management and controls, the SDGC has created a vislon, blusprint, and plans for
implementation. The SDC has decided to implement ITIL, a component at a time, slarting with the
most critical processes. At the time each component is implemented 1L is then Integrated with
previously implemented components resulling In comprehensive workflow. Such an implementation
constltutes the core of the re-engineering of IT for the state.

While not at the malurity level the SDC plans for in the future, interim processes for change,
problems, Incident management as well as cuslomer supporl have been Implemented. Currentiy, the
SDC s enhancing those processes and automating them by implementing an open source syslem
scheduled to be completed by year end 2008. That web based system (entilled S3), will add to the
above processes, assels and configuration management.

Processes such as system/network fault monltoring, capaclty, and performance management have
been slow to be implemented due to significant technical and architecture constraints of the State’s
pre-existing compuling snvironment. Recently, and with the help of outside coniractors, the SDC has
architected, and Is in the process of implementing, a lachnical work around for these obstacles. For
securily reasons, we cannot discuss the solulion in this report. However, by the énd of 2008, the SDC
plans to have completed a comprehensive and integrated system for managing service levels,
capacily, and performance across all domains.

The SDC Lacked Appropriate Disaster Recovery Plans

Management agrees that disaster recovery plans are inadequate and need corrective aclion. Since
the audit, the SDC has conducled a detailed analysis of deficiencles in disaster recovery and ig in the
process of implementing the recommendations. Additionally, agencies have identified their crilical
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applications and recovery time objectives. The SDC Is also Implementing software toals that will map
the agency |dentified applications with the associated infrastructure thereby facllitating effective
disaster planning. We expect to have a fully tested data cenler disaster recovery plan in place by
year end 2008.

The Department Did Not Provide For a Secure Computing Environment
Management partially agress with this finding. Dus to the highly confidential nature of security, the
Departmeni will respond In a separate and confidential document.

The Deparlment appreclates the audit team’s help in analyzing and discussing the Important Issuas at
the SDC. SDC staff belleve they are prepared to achleve belter business resuits and additionel
savings In the fulure based on these findings. If you have any further questions, please do not
hesitate to contact Mark Reyer, SDC Administrator, at (503) 378-6430 or mark.reyer@das.state.or.us.

Sincerely,

L DNVA

Scolt L. Harra
Director
Depariment of Adminlistrative Services

ce: Kris Kaulz, DAS Deputy Director
Chuck Hibner, Oragon Audits Divislon Direclor
Mark Reyer, Stale Data Center Administralor _
Julle Bozzi, State Data Center Depuly Adminisirator
Pamela J. Stroehal Valencia, Chief Audit Executive

attachment
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Appendix A
SDC Progress Completed Post Secretary of State Audit

Recently Completed Projects

1. The end-stale for the consolidated dala center has been developed and documented. These
blueprints Include comprehensive system architecture, technology standards, and thorough
end-to-end IT System Management processes;

A flve year SDC roadmap is avallable;

All systems and devicas are monitored 24 hours a day, seven days a week through a recently
implemented monitoring system;

Phase one of the network conselidation is complete;

Sysiem avallabllity is reparted monthly lo SDC customers;

Approximately 70 servers have been eliminated;

Project plans are available for the next nine to 12 months of consolldation aclivilies;

Server standardizalion and consolidation will continue over the next five years as servers are
refired and customer agencles can be supported with standard and virtualized technology; and
A new software license management system has been implemented. It will be integrated Into
the enterprise asset management system as indicaled below.

e eNoOal ON

Current Projects (schedulad to be completad by year end 2008)

1. Software systems are currently belng Implemented to report on capacity and utilization of all

SDC Infrastructure including servers, network devices, and storage,

Multlple malnframes are being consolidated on to a single malnframe.

Over 100 mid-range computers are being consolidated onto two 1BM midrange systems.

Tools and analysls will be completed on unused and low-used software that can be removed

or consolidated on SDC systems.

A single storage management and backup/recovery system will be complete by year end

2008. This will replace 11 diffarent processes, utilizing 20 separate software packages, across

24 different hardware platforms.

6. A unified IT lifecycle and workflow systems encompassing request management, asset
management, iicensing, configuration management, service level reporling, change and
incident management is scheduled to be complete by year end 2008, This will create a single
workflow for SDC and Its customers replacing dozens of incongruent systems and processes,

7. Al network applications are scheduled be centralized from 18 servers onto a single appliance
system by October 2008.

8. Firewsall consolidation and standardization is scheduted to be complete by year end 2008

9. Server slandardization and consolidation will continue over the next five years as servers are
retired and Agency customers can be supported with standard and virtualized technology.

10. Scope of Services provided by the data center is in Its final negotiations with agency
customers angd the SDC. Itis anticipated that service scope will be finalized and accepted by
the SDC governing boards within the next 30 days.

11. Upon completion of the scope agreement, the SDC along with the customer will davelop
comprehenslve service lavels for those services In scope, Itis expected that this will be
completed within 90 days after agreement of the scope agreement.

12. The SDC has reached agreement on a standard process far job scheduling, backup/recovery,
and tape management with the agency customers. The standard job scheduling process Is
scheduled to be Implemented within the next 90 days. The standard backup/recovery and
tape management process Is scheduled to be implemented with the Implementation of a single
storage management system as Indicated above by year end 2008,

U ol S
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